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Learning Objectives

At the end of this session, participants will be able to: >'¢i

1. Explain why Planned Experimentations is critical to Quality
Improvement efforts

2. Describe the history of Planned Experimentation
3. Describe various types of studies and experiments
4. Explain the Planned Experimentation Terminology

5. Describe the principles and tools of Planned Experimentation
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Why Planned

Experimentation?




Is life this simple?

X Y

Patient A healthy
encounter and
with satisfied
physician patient

(If only it was this simplel)




The Messiness of Life!

“Some problems are so
complex that you have to be
highly intelligent and well
iInformed just to be undecided
about them.”

--Laurence J. Peter

A good reference on this topic is “Wicked Problems and Social Complexity
by Jeff Conklin, Ph.D., Chapter 1 in Dialogue Mapping: Defragmenting Projects through Shared Understanding. For more
information see the CogNexus Institute website at http://cognexus.org, 2004.



http://cognexus.org/

Life looks more like this...

There are numerous direct effects between the independent
variables (the Xs) and the dependent variable (Y).
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Actually life looks like this...

In this case, there are numerous direct and indirect effects between the
independent variables and the dependent variable. For example, X1 and X4

both have direct effects on Y plus there is an indirect effect due to the

interaction of X1 and X4 conjointly on Y.

Current
health

status \»
R3 /

R =residuals or error terms
representing the effects of
variables not included in the
model.

Time 1

Time 2

Time 3

Ry

Patient Assessment

Score (could be health
outcomes, functional
status or satisfaction)




Dr. Walter Shewhart on Applied Science

"Both pure and applied science have
gradually pushed further and further the
requirements for accuracy and precision.

However, applied science, IS even more
exacting than pure science in certain
matters of accuracy and precision."




Planned Experiments can help you
understand the messiness of life!
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Dialogue

Assessing the Messiness of Life!

Do people within your organization regularly view issues as being
rather messy and complex or do they see them as simple
problems that should be resolved quickly and easily?

List a few of these messy problems and why they are this way.

On a scale of 1-10, how messy are each of these problems?
(1 = a simple problem that is not very messy to 10 = a very messy
problem)

Do you have measures for these messy problems that allow you
to determine just how complex and challenging each problem is?

If you are measuring, do you feel that the measures you have are
valid, reliable and appropriate given the complexity of the issues
you face each day? H




OK, enough of
this messy talk.
Let’s start
untangling this
stuff!




Improvement req

uires two types of

Knowledge

Subject Matter Knowledge:

Subject Matter
Knowledge

Know
do in
Know

Science of Improvement (SOI)
Knowledge: The interplay of the
theories of systems, variation,

knowledge, and psychology.

edge basic to the things we
ife. Professional knowledge.
edge of work processes.

SOl
Knowledge




Knowledge for Improvement
Improvement: Learn to combine subject matter

knowledge and SOI knowledge in creative ways to
develop effective changes for improvement.

Subject Matter
Knowledge

Improvement

SOl
Knowledge




Model for Improvement

What are we trying to
accomplish?

How will we know that a
change is an improvement?

What change can we make
that will result in improvement?

—

b

Source: Improvement Guide

The PDSA Cycle for Learning
and Improvement is central to
successful PEs

Plan

Act |. s What \.mll
What’s = Readyto }, g estions & happen 1fv.ve
next? implement? | 0 jictions try something
* Try something . pjan to carry out: \ different?
else? 1 Who?When?
* Nextcycle § 162 Where?

Do

« Carry out plan

» Document
problems

» Begin data
analysis

« Complete data
analysis

» Compare to
predictions

s Summarize

Let’s try it!
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TOP FIVE REASONS
TO CONSIDER

We are in a
period of
continuous
planned
experiments!

covip-19 TES

@ &

' RESULTS IN
. 20 MINUTE&




LEARNIN &
NEVER.
STCPS

People are runnlng experiments every day!



History of Planned

Experimentation







A Brief History of PE (aka DOE)

The agricultural origins (1908 — 1940s)

« W.S. Gossett and the t-test (1908)

* R.A. Fisher, his co-workers and his books
« Randomization, replication and blocking
Factorial designs, ANOVA

Profound impact on agricultural sciences

The industrial era (1951 — mid-to-late 1970s)

* Box & Wilson, response surfaces

« Application in the chemical and processing industries

« Important developments in designing various types of
experiments

« Applications to mixtures

Source: Dr. Douglas Montgomery, Arizona State University, School of Engineering,
SAS On Demand Video, 17 January 2017
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A Little More History on PE (DOE)

The second industrial era (mid-to-late 1970s to 1980s)

QI initiatives introduced in many companies
Many organizations discover “DOE”

Applications of DOE flourished in many industrial sectors
beyond the chemical and processing industries

More methodological work (e.g., hybrid designs, optimal design
tools, software enhancements)

Taguchi and robust parameter designs and process robustness

Some increase in controversy over methods and applications

Source: Dr. Douglas Montgomery, Arizona State University, School of Engineering,
SAS On Demand Video, 17 January 2017
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Sir Ronald Aylmer Fisher

Sir Ronald Aylmer Fisher (17 February 1890 — 29 July 1962) was a
British statistician and geneticist.

For his work in statistics, he has been described as "a genius who
almost single-handedly created the foundations for modern statistical
science” and "the single most important figure in 20th century statistics".

In genetics, his work used mathematics to combine Mendelian genetics
and natural selection; this contributed to the revival of Darwinism in the
early 20th-century revision of the theory of evolution known as the
modern synthesis.

 From 1919 onward, he worked at the Rothamsted Experimental
Station (England) for 14 years.

« While at Rothamsted, he analysed its immense data from crop
experiments since the 1840s, and developed the analysis of
variance (ANOVA).

« He established his reputation there in the following years as a
biostatistician.




Development of Planned Experimentation

Sir Ronald Aylmer Fisher
(1890-1962)

The primary text for PE
The Design of
Experiments (1935)

24
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1844

API, 2015



http://upload.wikimedia.org/wikipedia/en/4/46/R._A._Fischer.jpg

ROTHAMSTED
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PennState
College of Agricultural Sciences

A 168 year old

experiment!



An Experiment

The Lady Tasting Tea

The lady in question (Lady Muriel Bristol) claimed to be able to tell whether
the tea or the milk was added first to a cup. Fisher proposed to give her

eight cups, four of each variety, in random order. One could then ask what
the probability was for her getting the specific number of cups she identified

correct, but just by chance.

Fisher's description is less than 10
pages in length and is notable for
Its simplicity and completeness
regarding terminology, calculations
and design of the experiment.

Tea-Tasting Distribution Assuming the Null Hypothesis

Success count

Permutations of selection

Number of permutations

0

0000

1x1=1

000X, 0OX0, OX00, X000

4x4=16

O

OOXX, OXOX, OXXO, XOXO, XX00, XOOX

6 x6=36

OXXX, XOXX, XXOX, XXXO

4x4=16

1
2
3
4

XXXX

1x1=1

Total

70




THE LADY
TASTING 4B A

How STATISTICS
REVOLUTIONIZED SCIENCE

IN THE
TWENTIETH (:liNTU&Yf'
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The experiment provides a subject with 8
randomly ordered cups of tea — 4 prepared by
first adding milk, 4 prepared by first adding
the tea. The subject must select 4 cups
prepared by one method. Judging cups by
direct comparison is allowed. The method
employed in the experiment is fully disclosed
to the subject.

The null hypothesis is, that the subject has no
ability to distinguish the teas. In Fisher's
approach, there was no alternative hypothesis.



Types of Studies

and Experiments




Planned Experimentation

An experiment is a study designed to provide a basis for
action. It is structured around changing one or more
measures of components of a system to determine the affect
that these components have on a process or outcome
measure.

A Plan, Do, Study, Act Cycle (PDSA)
IS a type of experiment.

Planned experimentation (PE) is a collection of approaches
and methods to help increase the rate of learning about
Improvements to systems, processes or products.

Three principles of testing a change:
« Test on a small scale and build knowledge sequentially
« Collect data over time

* Include a wide range of conditions AP, 2015
30




Types of Planned Experiments

An experiment consists of a series of tests to a system carried
out by changing levels of factors and background variables and
an observation of the effect of that change on one or more
response variables.

Experiments are a natural part of life and happen all the time.
But usually, the choice of the specific tests is made haphazardly
or conveniently, without planning.

The PDSA cycle introduced in Chapter 1 provides a structure to
formally plan the test that is conducted.

The degree of up-front planning distinguishes observational
studies (also called natural experiments or retrospective studies)
from planned experimentation. H




Types of Experiments

Very Informal

A

1. Trial-and-learning methods (PDSA tests of change)

Introduce a change and see what happens. One-shot case
studies (Campbell & Stanley)

2. Running special lots or batches
Produced under controlled conditions
3. Pilot runs
Set up to produce a desired effect

4. One-factor experiment
A single change with background variables
5. Experiment planned with two to four factors
Study separate effects and interactions

v

Very Formal

6. Experiment with 5 to 20 factors
Screening studies

7. Comprehensive experimental plan with many phases
Modeling, multiple factor levels, optimization

PE book: 34
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Key PE Articles* 33

On Probability As a Basis For Action”

Abstract

The aim of the author is improvement of statistical
practice, The author distinguishes between enumerative
studies and analytic studies. An enumerative study has
for its aim an estimate of the number of units of a
frame that belong to a specified class. An analytic study
has for its aim a basis for action on the cause-system or
the process, in order to improve product of the future,
A fair price to pay for an inventory is an example of an
enumerative study, Tests of varieties of wheat, in-
secticides, drugs, manufacturing processes, are examples
of analytie studies: the choice of variety or treatment
will affect the future out-turn of wheat, future patients,
future product. Techniques and methods of inference
that are applicable to enumerative studies lead to
faulty design and faulty inferenee for analytie problems.

W. EDWARDS DEMING**

facturing? What is malpractice in medicine?

work in consumer research is in a sorry st J O U R NA L OF THE AM ERI CAN

money being spent on it year by year,

worsening examples of practice and present
These problems ean not be understood an S T A T I S T I C A L A S S O C I A T I O N

even be stated, nor can the effect of any alleg

be evaluated, without the aid of statistical t

methods. One ean not even define operation: e

tives like reliable, safe, polluted, unemploye: Number 218 JUNE: 1942 Volume 87

(arrivals), equal (in size), round, random, -_—

green, or any other adjective, for use in busj

government, except in statistical tvrms‘. _;\ ON A CLASSIFICATION OF THE PROBLEMS
i o bt o ol e, it OF STATISTICAL INFERENCE

in statistical terms.
The label on o blanket reads “50 per ee By W. Epwarps DEMiNG

I P RTS Bureau of the Census

Rethinking methods of inference

Analytical studies: a framework for
quality improvement design and
analysis

Lloyd P Provost

Predictable

“Why has it taken so long to understand that processes need analytic methods, not
enumerative ones?”

*Th ese h ave b een to achieve a particular end.” It doesn’t matter whether the process is the handling of

p (0] Sted fO I yO ur the sick passing through a hospital, or any one of thousands of other examples. A

reading enjoyment!

Quality Digest Published: Wednesday, June 13, 2018 - 12:03

Quality is related to processes. A process is “a series of actions or steps taken in order
invoices, customers in a bank, the manufacture or assembly of parts, insurance claims,

process involves movement and action in a sequential fashion.

© 2017 Institute for Healthcare Improvement/R. Lloyd
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£ Monage Health Cove
Vol 13, No. 1, pp. 17-32
(@ 2004 Lippincott Williams & Wilking, no.

Study Designs for PDSA Quality
Improvement Research

Theodore Speroff, PhD; Gerald T. O’Connor, PhD, DSc

“The purpose of this article is to advocate for the use of
guasi-experimental strategies to improve the scientific
foundation of PDSA quality improvement in health care.

PDSA quality improvement — data are collected to
demonstrate that change by intervention resulted in
iImprovement.” (2004)
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Deming on Prediction!

“‘Why does anyone make comparisons of two methods, two treatments,
two processes, or two materials? Why does anyone carry out a test or an

experiment? The answer is (o predict — whether one of the methods or

materials tested will in the future, under a specified range of conditions

perform better than the other one.

Prediction is the problem, whether we are talking about applied science,

research and development, engineering, or management in industry,
education or government. The question is, what do the data tell us? How

do they help us to predict?”

From the Forward in Quality Improvement Through Planned Experimentation, page xiii.

: 3




Deming on Prediction! (continued)

“Unfortunately, the statistical methods in textbooks and in the classroom do
not tell the student that the problem in the use of data is prediction. What
the student learns is how to calculate a variety of tests (t-test, F-test, chi
square, goodness of fit, etc.) in order to announce that the difference
between the two methods or treatments is either significant or not
significant. Unfortunately, such calculations are mere formality.

Significance or the lack of it provides no deqgree of belief - high,

moderate or low — about prediction or performance in the future, which

Is the only reason to carry out the comparison, test, or experiment in the

first place.”

From the Forward in Quality Improvement Through Planned Experimentation, page Xiii.

HE




Analytic Studies and Prediction

Deming (1942) emphasized that the primary
reason to carry out an experiment is to provide a
basis for action on the system. He also classified
studies into two types (1975) depending on the
type of action that will be taken:

An enumerative study is one in which action will be taken on
the universe that was studied (examples: conducting a census,
or sampling materials for a decision on acceptance or pricing).

An analytic study is one in which action will be taken on a
causal system to improve performance of a product, process, or
system in the future (examples: a study to select a future raw
material supplier or a using a Shewhart control chart to learn
and improve a process).

PE book: 30 H
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Enumerative versus Analytic Studies
and Related Statistical Techniques

"The teaching of pure statistical theory in universities,
including the theory of probability and related subjects is
almost everywhere excellent. Application to enumerative
studies /s mostly correct, but application to analytic problems
/s deceptive and misleading.

Analysis of variance, t-test, confidence intervals, and other
statistical technigues taught in books, however interesting,
are inappropriate because they provide no basis for
prediction and because they bury the information contained
in the order of production. Most if not all computer packages
for analysis of data, as they are called, provide flagrant

examples of inefficiency.”
Dr. Deming, Out of the Crisis, page 132. H




On Probability As a Basis For Action”

Abstract

The aim of the author is improvement of statistical
practice. The author distinguishes between enumerative
studies and analytic studies. An enumerative study has
for its aim an estimate of the number of units of a
frame that belong to a specified class. An analytic study
has for its aim a basis for action on the cause-system or
the process, in order to improve product of the future.
A fair price to pay for an inventory is an example of an
enumcrative study. Tests of varieties of wheat, in-
secticides, drugs, manufacturing processes, are examples
of analytic studies: the choice of variety or treatment
will affect the future out-turn of wheat, future patients,
future product. Techniques and methods of inference
that are applicable to enumerative studies lead to
faulty design and faulty inference for analytic problems.

It is possible, in an enumerative problem, to reduce
errors of sampling to any specified level. In contrast,
in an analytic problem, it is impossible to compute the
risk of making a wrong decision. The author provides a
number of examples, and pleads for greater edre in the
writing and teaching of statistical theory and inference.

R

Atm and scope of this paper. The aim here is to try to
contribute something to the improvement of statistical
practice. The basic supposition here is that any statis-
tical investigation is cairied out for purposes of action.
New knowledge modifies existing knowledge.

Urgent needs for statistical work. Challenges face
statisticians today as never before. The whole world is
talking about safety in mechanical and electrical
devices (in automobiles, for example), safety in drugs,
reliability, due care, pollution, poverty, nutrition,
improvement of medical practice, improvement of
agricultural practice, improvement in quality of
product, break-down of service, break-down of equip-
ment, tardy busses, trains, and mail, need for greater
output in industry and in agriculture, enrichment of
jobs. The consumer requires month by month ever
greater and greater safety, and he expects better and
better performance of manufactured articles. The
manufacturer has the same problems in his purchases
of materials, assemblies, machines, and use of man-
power. He must, in addition, know more and more
about his own product. What is due care in manu-

* I am indebted to many critics of earlier drafts of the manu-
script for this paper; also to questions from the audience at
lectures at & number of universities, including the Princeton
meeting - of the Biopharmaceutical Section of the American
Statistical Association 4 Dec. 1974; the Universities of Mainz,
Colorado, Wyoming, George Washington University, North
Carolina, Inter-American istical Insti in Santi de
Chile.

** Consultant, in Statistical Surveys, 4924 Butterworth P,
Washington 20016,

W. EDWARDS DEMING**

facturing? What is malpractice in medicine? Statistical
work in consumer research is in a sorry state, more
money being spent on it year by year, with ever
worsening examples of practice and presentation.

These problems can not be understood and can not
even be stated, nor can the effect of any alleged solution
be evaluated, without the aid of statistical theory and
methods. One can not even define operationally adjec-
tives like reliable, safe, polluted, unemployed, on time
(arrivals), equal (in size), round, random, tired, red,
green, or any other adjective, for use in business or in
government, cxcept in statistical terms. A standard
(as of safety, or of performance or capability) to have
meaning for business or legal purposes, must be defined
in statistical terms. -

The label on a blanket reads “50 per cent wool.”
What does this mean? Half wool, on the average, over
this blanket, or half wool over a month’s production?
What is half wool? Half by weight? If so, at what
humidity? By what method of chemical analysis? How
many analyses? The bottom half of the blanket is wool
and the top half is something else. Is it 50 per cent
wool? Does 50 per cent wool mean that there must be
some wool in any random cross-section the size of a half
dollar? If so, how many cuts shall be tested? How
select them? What criterion must the average satisfy?
And how much variation between cuts is permissible?
Obviously, the meaning of 50 per cent wool can only be
stated in statistical terms. Mere words in English,
French, or Japanese will not suffice. What means 809,
butter fat in the butter that you buy?

Drastic changes in practice and in writing and in
teaching are called for. As Shewhart said [187, the
standards of knowledge and workmanship in industry
and in public service are more severe than the require-
ments in pure science. He ought to have added that the
requirements for statistical practice are also far more
rigid than the requirements imposed on the teaching of
statistics. It ought not to be that way, but it is. (More
later on teaching.)

The frame, the universe, environmental conditions. A
statistical study procecds by investigation of the ma-
terial in a frame [19]. The frame is an aggregate of
identifiable tangible physical units of some kind, any
or all of which may be selected and investigated. The
frame may be lists of people, areas, establishments,
materials, or of other identifiable units that would
yield useful results if the whole content were investi-
gated. It may be a lot of manufactured parts. Equally
important in an analytic problem is a description of
the environmental conditions that may affect the
results (vide infra).

To facilitate exposition, we use a frame of N sampling
units, numbered serially 1,2, 3,...,N. However,
there are circumstances in practice in which the size of

146 © The American Statistician, November 1975, Vol. 29, No. 4

“It Is possible, in an
enumerative problem, to
reduce errors of sampling
to any specified level. In

contrast, in an analytic
problem, it is impossible
to compute the risk of
making a wrong
decision.”

“On Probability as Basis for Action”
W. E. Deming, The American Statistician, November
1975, vol. 29, No. 4. Pages 146-152.
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Lloyd P Provost

ABSTRACT

Conducting studies for leaming is fundamental to
improvement. Deming emphasised that the reason for
conducting a study is to provide a basis for action on
the system of interest. He classified studies info two
types depending on the intended target for action. An
enumerative study is one in which action will be taken
on the universe that was studied. An analytical study is
one in which action will be taken on a cause system to
improve the future performance of the system of
interest. The aim of an enumerative study is estimation,
while an analytical study focuses on prediction. Because
of the temparal nature of improvement, the theory and
methods for analytical studies are a critical component
of the science of improvement.

strategies for the thenemerging science ol
‘quality eontrol.” The difference berween the
two concepts lies in the extrapolation of the
results that is intended, and in the target for
action based on the inferences thatare drawn.

A useful way to appreciate that difference is
to conirast the inferences that can be made
abour the water sampled from two different
natural sources (ligure 1). The enumerative
approach is like the study of water from
a pond. Because conditions in the bounded
universe of the pond are essentally static
over time, analyses of random samples taken
from the pond at a given time can be used to
estimate the makeup of the entire pond.
Startstical methods, such as hypothesis resting
and Cls, can be used to make decisions and
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Environmentin an Enumerative Study

Internal
validity

Analysis
of
Sample

l

Conclusion

See Provost (2011) for
further discussion of
analytic studies. The

classification of studies as
enumerative or analytic
depends on the intended
target for action.

Environmentin an Anaktic Study

p. 30



Environment in an Enumerative Study

Internal Validity

Selection

Measurement

|

‘ Conclusion

Confounding

|

| Chance

External Validity

(generalizability) Clinical epidemiology

Fletcher, Fletcher, Wagner
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Environment in an Analytic Study

Internal Validity
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Selection

Measurement
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Conclusion

Confounding
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External Validity

Clinical epidemiology

(generalizability)

Fletcher, Fletcher, Wagner




Analysis of Data from Analytic Studies

In an enumerative study, the existence of a distribution for the
characteristic of interest is ensured by the existence of a frame.
Summary statistics such as a mean and standard deviation can be
used to estimate parameters of the distribution. These estimates will
have a quantifiable measure of uncertainty if the sample from the
frame is chosen using a random number table. This type of analysis
IS usually an important step in accomplishing the aim of an
enumerative study.

In an analytic study the aim is prediction. A distribution useful for
even short-term (days or weeks) prediction may not exist for any
characteristics of a new product. The standard error of a statistic or
the standard deviation does not address the most important source
of uncertainty in an analytic study: factors outside the conditions
of the study that will change in the future.




Estimation and Prediction in Different Types of Studies

Leverage for ‘\PPlication Theory to support use Role of subject
improvement EXamples of the standard error matter expert
Low Estimation

Acceptance F.'robablll.ty d.IStrIbl..ltlon Approval of the frame
S\?nlﬂpling in combination witha 14 yefinition of the
Valuing frame and sampling by complete coverage
inventory random numbers
Census l
Exit poll of
voters

7

High

PE book: 32
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Examples of Different Types of Studies

The approach to research and the statistical methods used should be

based on the guestion(s) being asked.

A Descriptive Study Questions
= How many barrels were filled today?

How many pounds of fish were caught?

What percent of fish today were cod?

How many hours did it take to fish today?
What is the average price we get for a barrel?

An Enumerative Study Questions

= How can we select one of the 50 barrels of fish on the deck? (randomly?)

= Let’s use a test of significance to determine if today’s catch is statistically different
from last week’s catch.

= |s the percent of cod in the selected barrel statistically different (using the .05 level of
significance) from the percent of cod we took from a random barrel last week when
we used a different type of bait?

An Analytic Study Questions

= What is the process by which certain types of fish end up in a barrel?

= How much variation is there in the quantity and types of fish we catch?
= Does our fishing method impact volume and type?

= What can we predict about the next catch?

46



JoN HILKEVITCH
Getting Around

Can map
of rail

deaths
save lives?

Study of pedestrians
killed by trains finds
suburban tracks
and stations are the
most dangerous

Death by train is mostly a
suburban syndrome in the
six-county Chicago area, ac-
cording to a study that said the
problem disproportionately
involves smaller municipal-
ities, adults crossing railroad
tracks and suicide victims.

The Northwestern Univer-
sity study examined all 260
pedestrian deaths in the area
from 2004 through 2010.
Communities clustered pre-
dominantly in suburban Cook,
DuPage and Lake counties are
“hot spots,” according to
Northwestern’s analysis of
data.

. MONDAY, SEPTEMBER 19, 2011

Case Study: The Chicago Tribune

Monday, September 19, 2011

“The purpose of the study, which
represents the most comprehensive
examination of railroad pedestrian

fatalities in northeastern lllinois, was to
determine the factors leading to the
Incidents (of death) and recommend
solutions the researchers said.”

Does this sound like an enumerative
or analytic study?

47




The Chicago Tribune

Monday, September 19, 2011

Variables in the study

Train type (Metra, Amtrak or Freight)

Number of pedestrian deaths by age

Number of pedestrian deaths by gender

Pedestrian death rate by Metra route

Pedestrian deaths (count) and rate by municipality
Percentage of deaths by season

48

Does this sound like an
enumerative or analytic study?




The Chicago Tribune

Monday, September 19, 2011

Data Analysis

Age disparity
Number of pedestrian
deaths by age

In the Chicago area, 2004-2010

Under 19 - 26
otoso NG
41065

65 and older . 15

NOTE: Deaths where age was not reported
not shown.

Men are more often victims

Males outnumber females by more than 2-to-1 in trespassing
deaths and suicides, and account for 70 percent of all fatalities
where gender is known.

Number of pedestrian deaths by gender
In the Chicago area, from 2004-2010

Bl Male Female Notreported
Stations and crossings 5
Trespassers % 18
sucides NI : 7

Fatalities higher in warmer months

More than 50 percent of all fatalities occurred in spring and summer, though trespasser deaths peaked
in the fall months. Deaths at stations and crossings were highest in the summer.

Percentage of pedestrian deaths by season

In the Chicago area, from 2004-2010

= Spring (March-May) &8 Summer (June-Aug.) [ Fall (Sept.-Nov.) [ Winter (Dec.-Feb.)

Stations and crossings

£ »;\N’NTE,Q_

Trespassers Suicides

ey

Wi,

"}W"VTE/;,

%

Train type disparity
Eighty-three percent, or 217
deaths, occurred on Metra routes,
which are also used by Amtrak
and freight trains. Metra trains

. Were most common.

Pedestrian deaths by train type
In the Chicago area, 2004-10




Train-related
pedestrian deaths
From 2004-2010, moving trains
killed 260 pedestrians in the
Chicago area. Forty-six percent
were suicides.

WISCONSIN ||

MAPKEY:

Location of a crash where a

moving train killed a pedestrian

From2004-10 :

O Fatal crash at a station
orcrossing

at a station or crossing)
® Suicide ;

© Trespasser (Fatal crash not &

NOTE: In some cases more than

Train type disparity
Eighty-three percent, or 217
deaths, occurred on Metra routes,
which are also used by Amtrak
and freight trains. Metra trains
‘were most common.

Pedestrian deaths by train type
In the Chicago area, 2004-10

Amtrak:
26

Freight:
\y/ 81

Metra:
153

| —Metraroutes —Non-Metra routes |

]

eNsFRAY
/

PACIFIC WEST
O

( ( ' N?:i)ervl.lle

1L

| Pedestrian deaths by municipality |

NOIS

i.\-:g 1Y .‘. g
8 AgclSWLe
St Q)
ot ©)) o o0
£ A . =
Villa Park , g
i ol -
@® o ] .-

XN IR 2

The Chicago Tribune

Monday, September 19, 2011

Conclusion

“Fatal rail pedestrian
Incidents are occurring at
an average of about one
every 10 days Iin the
Chicago area,” the study
sald. “Last week, there
were two, both on
Thursday. ”

- Highest rate of fatalities, 2004-2010,

Pedestrian deaths by Metraroute |~ per70,000 people

Number of fatalities in the Chicago Bl ;
area from 2004-2010 and annual B City Fatalities Percapita 5
fatalities per 1 million people living /38 6 0.83 -

in communities along a route not : 6 0.55 i
including Chicago : - ! ;

7 0.46 L )

Milwaukee District North* Crais :

3] Percaita S 0:3755%
Fatalities ' £ el 1/
oy % 030 /*
Union Pacific West Fll ChicagoRidge 3 030 | /
34 Percwita P o8 ity /
Fatalities NN SRS 023
Union Pacific

38
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Is this an enumerative or analytic study?
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Planned

Experimentation
Terminology




Terminology used In
Planned Experimentation

« Variables in an Experiment:

) Who can

+ Level tell us what
 Experimental unit these are?
 Blocks

o Effect

52
PE book: 26-29



Terminology In
Planned Experimentation

Variables in an Experiment:

— Response variable (outcome measure)

— Factor (treatment or intervention)

— Background variable (baseline characteristics of those
being studied)

— Nuisance variable (noise)

Level (a given value, a specific setting or a treatment option)

Experimental Unit (e.g., student, school, patient or clinic)

Blocks (groups of patients [EU’s] with similar characteristics)

Effect (change in the outcome measure; related to your aim.
What happened to the response variable when we changed
the levels of factors?)

PE book: 26-29
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Applying the language of a
Planned Experiment to a Cause-and-Effect Diagram

54

Category 1

Category 2

Background variablé{\

Background variabl&,]

Background variable

Background variabl

Background variabl

Response
variables

Measures of

Interest

Background variable

Category 4

Effect-changein
response

Background variably variable

Background variable Th|S iS the
/ “messiness of

Category 3 Iife”'




Response Variable — a variable observed or
measured in an experiment; sometimes called
a dependent variable (Y). The response
variable is an output of an experiment and is
often a quality characteristic or a measure of
performance of the process. An experiment will
have one or more response variables.

Factor — a variable which is deliberately varied
or changed in a controlled manner in an
experiment to observe its impact or effect on
the response variable(s); sometimes called an
independent or control variable or a causal
variable.

Factor Level — A given value or specific setting
of a quantitative factor or a specific option of a
gualitative factor

Background Variable — a variable that can
potentially affect a response variable in an
experiment but will not be deliberately changed
in the same way as a factor.

The PE Form*

Documentation of Planned Experiment

Objective:
Background Information:
1. Experimental Variables:
A, Response variables Measurement technique
1
2.
3

B.  Factors under study Levels

ckground variables Method of control

Fuowvasweneeds

[ERrar

4,
2. Experimental Unit:

3. Replication:

4. Methods of randomization:

5. Design matrix: (attach copy)

7. Data collection forms: (attach copies)
8. Planned methods of statistical analysis:

9. Estimated cost, schedule, and other resource consideration:

*This form is included

with the handouts for
this session.




Now It IS your turn!

Think of a QI project that you
have worked on or one that
IS currently underway.

Can you identify the:

o Response Variable?

o 1 or more Factors?

o Levels for each factor?
o Experimental Unit?

o Background Variables?

o Blocks?

Response Variable — a variable observed or
measured in an experiment; sometimes called
a dependent variable (Y). The response
variable is an output of an experiment and is
often a quality characteristic or a measure of
performance of the process. An experiment
will have one or more response variables.

Factor — a variable which is deliberately varied
or changed in a controlled mannerin an
experiment to observe its impact or effect on
the response variable(s); sometimes called an
independent or control variable or a causal
variable.

Factor Level — A given value or specific setting
of a quantitative factor or a specific option of a
qualitative factor

Background Variable — a variable that can
potentially affect a response variable in an
experiment but will not be deliberately changed
in the same way as a factor.




Principles and

Tools of Planned
Experimentation
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5 Principles for Designing Analytic Studies

1. Well defined objective
2. Sequential approach
3. Partitioning variation
4. Degree of belief

5. Simplicity of execution

See Appendix B for details on
the 5 principles for designing
analytic studies.

Sir Ronald A. Fisher 1890-1962



Now consider the

4 Key Tools for Analztic Studies

1. Experimental pattern - learn about each factor
of interest

2. Planned grouping - managing background
variables

3. Randomization - impact of nuisance variables

4. Replication - increase degree of belief

PE book: 40-51




Now consider the
4 Key Tools for Analytic Studies

R. A. Fisher (1935) described the use of four tools that can be used to help
ensure that an experiment follows these principles.

1. Experimental pattern: The arrangement of factor levels and

experimental units in the design.
Planned grouping: Blocking of experimental units.

3. Randomization: The objective assignment of specific combinations of

factor and levels to specific experimental units.

4. Replication: Repetition of experiments, experimental units,
measurements, treatments, and other components as part of the

planned experiment.

Using experimental
tools to attain the

principles of a good
experiment:

PE, p. 40-51
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Tool

Property

Experimental
pattern

Planned
grouping

Randomization

Replication

Well-defined objective

XX

Sequential approach

XX

Partitioning variation

Degree of belief

XX

Simplicity of execution

x| X| X| X

X

X - direct effect XX - very strong impact -X - negative effect




Tool #1

Experimental Patterns for Factorial Designs

2 Factors, 2 levels each 3 Factors, 2 levels each
Fi LE F, - F, + - +-F1+
(8) 2° design (b) 2% design
(Also as 272)

4 Factors, 2 levels each Factor 1 at 2 levels, Factor 2 at 3 levels

F, o+ F1 - F1+
Fy F,
-F + -F +
F2 11
i + F2 12
+ _ F2 I3
(c) 2* design (d) 2x3 design




Example: Using PDSA Tests to Improve Diabetic Management

O\e Cin_cinnati Percent of Diabetes Patients whose HgbhAlc measurement has reached CCHMC goal
Chlldren’s Latest HgbAlc result in preceding 13 months was used for each patient
Hospital Medical Center All Therapies Included

40%

Control limits: 3 sigma

average n =1308 range 1205 - 1413
35%

Protected
Phone

30% Time 2
CNPs /
25%

wn
=
0
F ‘\Q—'i— ﬂl‘.:.::.:‘# Tighter Blood
5 20% Glucose
1= Targets
§ 9 Consensus
& 15% Ease in e
Changing Insulin Pens in Pharmacy
Choice of NPH to Care
10% Therapy at |—{BBT Management for Heightened Alc Goal
Onset Awareness

5% i Short-staffed CNPs }7

|Care Management for Alc |
0% \ \

& be & & \\be SR g& Q'be & be 065 > Qv &Qv > \\Qb‘ Q'Qv > qu Q'Qb( > \\Qv & Q% & go & *% Q% &
FEEITEF TP F T FF TG FF T FFF

Month
== Control Limits @ Percent = Center Line B Special Cause H

Last update: 06-23-05 by H. Atherton, Data source: Disease Management Database




The Alternative:

A Factorial Design

Figure 2.3: A factorial
experimental pattern for
improving care of
diabetes patients

Manage to | No Sick day

How many factors
are being tested?

No Care Management
Program

Therapy 1

Therapy 2

Care Management
Program

Therapy 1

Therapy 2

casy guidelines 20 patients | 20 patients | 20 patients | 20 patients
Glucose Sick dav

Targets aui deliaes 20 patients | 20 patients | 20 patients | 20 patients
Manage to | No Sick day : : : :
Tight snidelines 20 patients | 20 patients | 20 patients | 20 patients
Glucose Sick dav

Targets oui deliﬁes 20 patients | 20 patients | 20 patients | 20 patients

Source: Cincinnati Children’s Hospital Medical Center




Designs should incorporate response | e
variables as a time series

Run charts or Shewhart charts can be used to assess whether
Improved levels of performance have been achieved and are being
maintained. Five time series designs described in the literature are
described in the table below.

Time Series Description Appropriate
+ Design Experimental Pattern
Before-and-after | Testing a change where before One factor design
time series (baseline) and after data are

collected on an EU over time
Time series with | Testing a change over time where One factor design with
replication the before and after data are multiple experimental units
repeated to see if the process returns
toinitial levels

Time series with | Testing a change over time where One-factor design at two
a control group | there is no baseline for comparison | levels run in parallel
Time series with | Testing a change over time under a | One-factor design with

planned wide range of conditions blocks
grouping

Time series with | Testing multiple combinations of Factorial design
two factors factors and level on an EU over time

Langley, G, et al. The Improvement Guide, Jossey-Bass, 2" Edition, 2009: 156-169. H
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Tool #2:
Planned Grouping to

Deal with Background Variables

Two Decisions to Make:

1. How to control the
background variables so that
the effects are not distorted
by them.

2. How to use the background
variables to establish a wide
range of conditions:

= to increase the degree of
belief

= to aid in designing a robust
product or process.

PE book: 43-44 H




Example of Planned Grouping

Objective: Run an experiment to compare three material suppliers. Each of the three suppliers will submit

four prototypes.

A. _Identify background variables in the plant that could affect the response variables of interest:

Background variable
Machine

Operator

Gage

Saw Blade

Time (day-to-day)

Level

#7, #4

Joe, Susan, George

G-102, G-322

20 blades available

Many different days possible

Response Variables
 Nicks

* Burrs

» Surface (polished)
 Length

B. Create four blocks with widely varying conditions based on these background variables:

Machine
Operator
Gage

Saw Blade
Time

Block 1 Block 2 Block 3

#7 #4 #7

Joe Susan George
G-102 G-322 G-102
Blade 1 Blade 2 Blade 3
Day 1 Day 2 Day 3

Block 4

#7 The Aim is to minimize
Joe variation within a block
2[2534 and maximize variation
Day 4 between the blocks.

C. Evaluate one prototype from each supplier (A,B,C) in each block (random order within each block)

Test Block 1
1. B
2. A

3. C

Block 2 Block 3 Block 4

B C A
C A C
A B B

Figure 2.5, page 46

D. Analyze supplier difference within each block; evaluate consistency of differences across blocks H




Tool #3: Randomization

> Randomization helps prevent the variation due to
nuisance variables from being confused with the
variation due to the factors or the background
variables.

> Randomization Is often compared to insurance: you
only need it when a problem (i.e., a big special cause
from a nuisance variable) occurs.

PE book: 47-49




69

Randomization (cont.)

Situations in which randomization is particularly
Important include:

> EXxperiments conducted when the important response variables have
not been brought into a state of statistical control (i.e., special causes
are detected on the Shewhart chart).

> Experiments that will be conducted by many different individuals or
research assistants.

> Experiments in which the variation due to nuisance variables is
expected to be large relative to the magnitude of effects of important
factors.

> Formal experiments in which results must be evaluated and used by
others (such as customers or senior staff, or readers of a publication)
for action to be taken.

PE book: 47-49




How should Experimental Units (EUs) be
selected in the study?

In an analytic study, there is no universe from which to draw a sample.
However, in designing the study there are decisions to make concerning
the conditions under which the product, process, service or system will
be run during the study and the outcomes that will be measured for each
set of conditions.

Deming (1975) makes the point that all analytic studies are conducted on
lJudgment samples. The judgment of the expert in the subject matter
determines the conditions to be studied and the measurements to be
taken for each set of conditions.

It Is rare in an analytic study for a random selection of conditions or
outcomes to be preferable to a judgment selection. The opposite is true

of an enumerative study.
Enumerative Study | Analytic Study

Required Acceptable 70

No Preferred “

Random Selection

PE p 49
" Judgment Sample




Tool #4: Replication

Replication refers to repeating particular aspects

of an experiment. Itis the primary tool for studying stability
of effects and for increasing the degree of belief in the results.

There are many different types of potential replications in an
experiment, including:

* Repeated measurements of experimental units
» Multiple experimental units for each combination of factors

< Partial replication of the experimental pattern

< Complete replication of the experimental pattern




Remember the 3 basic principles underlie

the methods of analysis for analytic studies

12

The analysis of data, the interpretation of the results, and the actions
that are taken as a result of the study will be closely connected to the
current knowledge of experts in the relevant subject matter.

The conditions of the study will be different from the conditions
under which the results will be used. An assessment of the
magnitude of this difference and its impact by experts in the subject
matter should be an integral part of the interpretation of the results of
the experiment.

Methods for the analysis of data will be almost exclusively
graphical, with minimum aggregation of the data before graphical
display. The aim of the graphical display will be to visually partition the
data among the sources of variation present in the study.
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In Summary

Elements Common in the Analysis of Experiments

% Show all the data before aggregation.

< Plot the data in the run order in which the tests were conducted. This is an
Important means of identifying the presence of special causes of variation in the
data.

< Rearrange this plot to study other sources of variation (e.qg., background
variables) that were included in the study design but are not directly related to
the aim of the study. Examples of such variables might be volumes of patients,
different protocols, measurement, different shifts or days of the week and
environmental conditions.

< Use graphical displays to assess how much of the variation in the data can be
explained by factors that were deliberately changed. These displays will differ
depending on the type of experiment run.

% Summarize the results of the study with appropriate graphical displays.

PE book: 57



Graphical Displays for Planned Experiments

F2 High Response Plots for: Shade
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Graphical Displays for Planned Experiments
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Dr. Robert Lloyd Bio

Robert Lloyd, PhD, Vice President, Institute for Healthcare
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Appendix B

Principles for Designing Analytic Studies

1. A well defined objective

2. Take a sequential approach
3. Partition the variation

4. Explore the degree of belief

5. Simplicity of execution

Sir Ronald A. Fisher 1890-1962




1. Objective of the study

The objective of the cycle should be stated in
such a way that it provides guidance to those
designing the experiment.

The objective should clarify whether the
experiment involves screening a large number of
variables to find the most important ones,
studying in depth a few variables, or confirming
the results of past studies under new conditions.

p. 35
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2. Sequential Approach

The sequential nature of learning is fundamental to quality improvement.
Planned experiments should be designed to learn in a sequential manner.

The Model for Improvement (Chapter 1) stresses the iterative nature of
development of knowledge of the product or process through multiple
PDSA cycles.

Many iterations of the PDSA cycle to develop and test changes will
include the design of an experiment.

Current Knowledge Types of Experiments
Strategy for Low knowledge Fractional factorials (screening studies)
Exp erimentation: Nested designs (sources of variation)
Moderate knowledge Fractional factorials (new levels, new factors)
Factorial studies (study interactions)

High knowledge Confirmatory studies (one-factor with blocks)
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3. Partitioning of variation

Determination of important factors and estimation of the effects of these
factors on the response variables is usually the objective in any
experiment.

These decisions and estimates should not be confounded by background
or nuisance variables. The factors chosen for the experiment are usually
those that the experimenter believes will have the greatest effect on the
response variable.

In many experiments, the variation due to background or nuisance
variables will be as great as or greater than the variation due to the
factors chosen. To help determine if the most important factors have
been studied, the experimental design must allow the variation in the
response variable to be partitioned into components due to factors, due
to background variables, and due to nuisance variables.

p. 37




Improvement: Building Knowledge Sequentially
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3. Partitioning of Variation (cont.)

The ability to partition the variation begins with the selection of the
experimental units for the study.

The experimental unit (EU) for a study is the smallest division of units
(structures, subjects, social groups, material, or time) in an experiment
such that any two units may receive different combinations of factors and
levels.

The experimental pattern (discussed next) includes deciding which
combination of factors and levels will be assigned to each EU.

Selection of a useful EU is a key role of the subject matter experts
associated with the factors of interest and the levels of these factors that
are of interest.

In health care, the EU is often the patient, the provider, the clinic, the
hospital, or the region. In education, students, classrooms, teachers, or
schools are often EU s.




4. Degree of Belief

> Most experiments are carried out to determine if a change will result in
better performance in the future. The wider the range of conditions
Included in the experiment, the more generally applicable will be the
conclusions from the experiment.

> The degree of belief in the validity of the conclusions is increased by
running the experiment using different clinics, different operators,
different days, different times of the year, different batches of raw
materials, and so forth.

> The range of conditions selected for the study will ultimately determine
the degree of belief in the actions taken as a result of the experiment.

> The subject matter expert(s) must determine what is an "adequate"
degree of belief for taking action.

p. 39




Degree of Belief When Making Changes

A successful change l

t
High-} f T
: :
I 1
I |
| I
Degree of : :
belief - i
that the 2 : . Change stil!
change Sl i i needs further
will result T ' I testing
in < Ve !
. |
improvement 7 |
7 / |
/ / I
7 . |
s /7 PR Unsuccessful :
P 7 PR ! proposed change !
Low == - : :
Developing | Testing a change . Implementing
a change ! cyclet, cycle 2, ... 1 achange




5. Simplicity of Execution

The simplicity of the experiment should be considered one of the most
important properties of a planned study to improve a system.

Deming in particular emphasized this aspect of study design. Simplicity
IS Important in the design, the conduct, and the analysis of a planned
experiment.

An experimental design should be as simple as possible while still
satisfying the other properties of a well planned experiment.

Simplicity requires that all the practical aspects of conducting an
experiment be considered.

Some important aspects include the determination of the experimental
unit, the difficulty in changing levels of a factor, the ability to control
background variables, and the ability to measure important response
variables.
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